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Abstract 

Hate speech is an undesirable phenomenon with severe 

psychological and physical consequences. The emergence 

of mobile computing and Web 2.0 technologies has 

increasingly facilitated the spread of hate speech. The 

speed, accessibility and anonymity afforded by these tools 

present challenges in enforcing measures that minimize the 

spread of hate speech. The continued dissemination of hate 

speech online has triggered the development of various 

machine learning techniques for its automated detection. 

However, current approaches are inadequate because of 

further challenges such as the use of domain-specific 

language and language subtleties. Recent studies on 

automated hate speech detection have focused on the use 

of deep learning as a possible solution to these challenges. 

Although some studies have explored deep learning 

methods for hate speech detection, there are no studies that 

critically compare and evaluate their performance. This 

work investigates the use of deep learning algorithms as 

possible solutions to hate speech detection on Twitter. 

Three taxonomic classes of deep learning algorithms, 

namely, Traditional deep learning algorithms, Traditional 

algorithms with partial attention mechanism and 

Transformer models, which are entirely based on the 

attention mechanism, are evaluated for performance, using 

two publicly available corpora. One of the datasets 

contained 24786 tweets annotated into three different 

classes, while the other dataset contained 2300 tweets 

annotated into two different classes. The algorithms were 

tested on a wide spectrum of tweets containing different 

forms of hate speech. The efficacy of the deep learning 

algorithms was objectively evaluated using six state-of-

the-art statistical evaluation metrics: precision, F- measure, 

recall, accuracy, Mathew’s correlation coefficient and area 

under the curve.  

 

Keywords: Hate Speech, Web 2.0, Twitter, Attention 

Mechanism, BERT. 

1. Introduction 

Hate speech is a collective term for utterances or 

statements which disseminate, trigger, encourage or justify 

hatred, segregation and violence against an individual or 

group of individuals [1]. Typical forms of hate speech 

include racism, tribalism, sexism, xenophobia, and 

islamophobia. No single hate speech definition has been 

unanimously accepted as the gold standard by the research 

community. However, various researchers concur that it 

targets underprivileged persons in a way that may be 

deemed harmful to them [2]. Hate speech promotes 

prejudice, which can undermine people, sow seeds of 

discord between different societal groups and eventually 

lead to deeper social cohesion problems [3]. Divisions in 

societal cohesion and attacks on the egos of hate speech 

victims have the potential to fuel social unrest and hate 

crimes [4]. For example, hate speech fueled xenophobic 

attacks in the KwaZulu-Natal province of South Africa, 

where seven immigrants died and approximately 5000 

others displaced between March 2015 and May 2015 [5]. 

In the past, the propagation of hate speech has been 

achieved mainly through the use of traditional electronic 

and print media such as newspapers, radio, and television. 

For example, the holocaust, which resulted in mass 

killings of Jews, also had its roots in hate speech 

propaganda, which was propagated using the technologies 

of those days. Furthermore, hate speech leading to the 

Rwandan genocide in 1994 was spread through radio and 

print media [6]. Since then, communication technologies 

have evolved to include the Internet and mobile devices, 

allowing rapid exchange of information. 

The emergence of Web 2.0 tools such as Twitter and 

Facebook has transformed communication by allowing 

users in different parts of the world to seamlessly compile, 

collaborate, and share their content with others. Given the 

meteoric rise of user-generated content on platforms such 

as Twitter, the volume of online hate speech is growing 

[7]. Platforms such as Twitter enable users to 

instantaneously post different kinds of messages in 

different formats such as text, images, videos, and 

metadata, sometimes in the form of emojis, mentions, 

emoticons, uniform resource locators, and hashtags for 

social media users to view, comment, and share with other 

users [8]. Tweets are generally rife with idioms, acronyms, 

phonemes, homophones, and figures of speech like 

onomatopoeia, which can complicate the understanding of 
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hateful speech. Moreover, the Twitter restrictions on the 

number of allowable characters encourage the usage of 

unconventional and incomprehensible abbreviations, 

misspellings, grammatical errors, and slang terminologies. 

Millions of tweets are generated daily, enabling the 

creation of datasets large enough for analysis [9]. In 2017 

alone, Twitter had 330 million active users per month, and 

157 million of the users were active daily, sharing 

approximately 500 million tweets each day [8]. It is 

projected that at least one-third of the world population 

will be using social media by the end of 2021 [10]. 

The large volumes of harmful messages posted on Twitter 

necessitate the development of techniques to curb their 

continued dissemination. To address this, some 

governments in the developed world have instituted laws 

to prohibit hate speech in face-to-face conversations and 

on the internet media [11]. Although such legislation acts 

as a deterrent, it does not entirely stop determined 

individuals from posting content containing hate speech. 

Besides the broader societal implications of hate speech, 

uncontrolled propagation also negatively impacts the 

reputation of online host platforms such as Twitter and 

Facebook [12]. In response to this challenge, organizations 

such as Facebook and Twitter currently have employees 

dedicated to the task of manually deleting content 

perceived to contain hate speech. In addition, Facebook 

and Twitter users are advised to label and report content 

they deem unsuitable or harmful to society. However, such 

interventions are laborious for human annotators, and they 

are also prone to subjective human judgment [13]. These 

methods are stressful for human annotators, and they have 

been linked to post-traumatic stress disorders [14]. Critics 

have argued that the use of human annotators is 

insufficient since the messages are only deleted after they 

have been posted and possibly after the messages have 

inflicted harm already [15]. Hate speech may also be 

expressed in slang or other languages that the annotator 

may not understand. There are 7117 distinct languages 

used for communicating verbally and in written form [16]. 

Given this high number of languages, it is not practical for 

human annotators to understand all the languages used in 

social media. 

Machine learning-based hate speech recognition models 

have been proposed in response to the shortcomings of 

human annotators and legislation. Classical machine 

learning algorithms and deep learning algorithms are the 

two taxonomic subclasses of machine learning algorithms. 

Classical algorithms make use of handcrafted features, 

which consume much time and are ordinarily insufficient 

[17]. As a result, classical algorithms fail to capture 

semantic and syntactic representations of text effectively. 

Deep learning algorithms, on the other hand, carry out 

end-to-end training, allowing the model to encode salient 

feature representations. Deep Neural Networks have been 

proven to outperform classical models based on n-gram 

features [18]. Furthermore, deep learning algorithms such 

as Recurrent Neural Networks (RNN) are capable of 

preserving sequential information over periods of time, 

which allows easier integration of contextual information 

in text classification tasks [19]. Although context helps 

distinguish hate from non-hate texts, it has largely been 

excluded from detection models [20]. Deep learning 

models can capture complex data representations making 

them applicable to the identification of hate speech, where 

the language used is highly ambiguous. However, no 

studies have focused on objective comparative evaluations 

of deep learning algorithms, making it difficult to 

understand the most appropriate algorithms in addressing 

the hate speech phenomenon in online spaces [21]. 

This work, therefore, was aimed at finding the best 

performing deep learning algorithm for detecting hate 

speech. To achieve this, an experimental comparison of 

deep learning algorithms for hate speech detection was 

carried out. Ten deep learning algorithms representing 

traditional deep learning algorithms and recent 

transformer-based algorithms were selected for 

investigation, namely, Convolutional Neural Network 

(CNN), Recurrent Neural Network (RNN), Long Short 

Term Memory (LSTM), Gated Recurrent Unit (GRU), 

Multiplayer Perceptron (MLP), Bidirectional Encoder 

Representations from Transformers (BERT), Distilled 

Bidirectional Encoder Representations from Transformers 

(DistilBERT), Robustly optimized Bidirectional Encoder 

Representations from Transformers approach (RoBERTa) 

and XLNet. 

2. Literature Review 

In recent years, detecting hate speech in online text has 

become a significant focus in NLP research. Initially, 

studies relied on conventional machine learning algorithms 

like SVM, KNN, Random Forest, and Decision Tree, 

using various feature types (for example, syntactic, 

semantic, sentiment, and lexicon) to identify hate speech 

[22]. However, the rise of deep neural networks has 

prompted extensive exploration into their effectiveness for 

NLP-related problems [23]. Notably, Recurrent Neural 

Networks (RNNs) and Convolutional Neural Networks 

(CNNs) have emerged as prominent options and are 

frequently assessed for hate speech detection. 

Researchers often choose different deep learning models 

tailored to the text’s characteristics. For shorter texts 

where capturing detailed context matters less, CNNs have 

become popular due to their adeptness at grasping local 

patterns across various text classification tasks [24], [25], 
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[26]. On the other hand, when dealing with longer text 

sequences that demand a better grasp of semantic features 

and context, RNNs like Long Short-Term Memory 

(LSTM) networks and Bidirectional LSTMs (BiLSTMs) 

shine [27], [28], [29]. These models efficiently capture 

contextual information and word dependencies, proving 

advantageous in tasks like sentiment analysis and 

document classification. 

In the realm of hate speech detection, Warner et al. [30] 

conducted a seminal study concentrating on identifying 

anti-Semitic language as a form of hate speech. Alshalan 

and Al-Khalifa [31] delved into classifying Arabic hate 

tweets using CNNs, RNNs, and bidirectional encoder 

representations from transformers (BERT). Employing 

word2vec as embedding layers via the Continuous Bag of 

Words (CBOW) method, their findings revealed that 

BERT didn’t perform well for this task, resulting in an 

approximate 10% drop in performance, while the CNN 

achieved an f-score of 0.79. Another notable exploration 

by Waseem and Hovey [32] targeted hate speech on 

Twitter, particularly racism and sexism. They investigated 

features, including user demographics, lexical usage, 

geographic information, and character n-grams. Their 

study emphasized that using character n-grams with a 

maximum length of four proved to be the most effective 

approach. Furthermore, integrating gender as an additional 

feature led to a slight improvement in the obtained results. 

Vashistha and Zubiaga [33] examined six publicly 

available datasets to identify hate speech in English and 

Hindi text. They constructed a logistic regression-based 

model, incorporating Term Frequency - Inverse Document 

Frequency (TF-IDF) and Part-of-Speech (POS) features. 

This base model’s performance was compared with a 

hierarchical neural network, which utilized several CNN 

filters and the BiLSTM model. The base model achieved 

an accuracy rate of 85%, while the neural network attained 

an accuracy rate of 83%. In Khan et al. [34], a proposed 

neural network architecture called BiCHAT combines 

BERT-based embedding, BiLSTM, and deep CNN with a 

hierarchical attention mechanism. The attention layers will 

apply on word and sentence levels, allowing focus on the 

most important words and phrases in the text while 

ignoring irrelevant information. The proposed approach 

was evaluated on several popular Twitter hate speech 

datasets and performed better than the base model. 

Modha et al. [35] proposed a real-time model to identify 

and visualize hate comments from Facebook and Twitter. 

This model can be used as a plug-in tool in web browsers 

to monitor online hate speech effectively. Initially, the 

authors used traditional machine learning algorithms such 

as SVM and logistic regression as a baseline model. 

Subsequently, they experimented with more advanced 

models such as CNN, BiLSTM, and BERT transformers. 

The experimental results showed that the proposed models 

achieved an F1-score of 0.64 on the Facebook dataset and 

0.58 on the Twitter dataset. Kapil and Ekbal [36] 

introduced a multi-task learning framework designed to 

identify multiple interconnected categories of hate speech, 

including offensive language, racism, and sexism. Multiple 

neural networks were developed, encompassing 

architectures such as CNNs, LSTM networks, and a 

combination of CNN and GRU. These networks were 

trained for both single-task and multi- task learning 

scenarios. The initial training of the models was carried 

out for individual classes, and subsequently, a shared 

neural network was developed to perform the combined 

classification task. Rodriguez-Sanchez et al. [37] 

conducted an experimental study to assess the 

effectiveness of deep learning, machine learning, and 

transformer learning approaches in detecting hate speech 

specifically in Spanish language text. The results indicated 

that the transformer approach outperformed the other 

methods, achieving the highest F1-score of 0.75 for hate 

classification. 

Mossie and Wang [38] introduced a method targeting the 

recognition of vulnerable communities through hate 

speech detection techniques. They utilized word2vec word 

embedding and n-grams for feature extraction, followed by 

classification using machine learning and deep learning 

algorithms. Moreover, they expanded the hate word 

lexicon by integrating co-occurring word vectors with the 

highest similarity, enabling the identification of the target 

ethnic community based on matched hate words. Ameur et 

al. [39] presented a dataset of 10,828 Arabic tweets 

addressing hate speech related to COVID-19. They 

performed fundamental analyses using pre-trained models, 

highlighting the efficacy of these models in detecting hate 

speech and false information in the complex Arabic 

language context. Meanwhile, Khanday et al. [40] 

investigated hate speech detection on Twitter during the 

COVID-19 pandemic, employing various feature 

extraction methods such as TF/IDF, bag of words, and 

word length. Decision tree classifiers notably emerged as 

the most effective, achieving a remarkable 97% accuracy 

in hate speech detection. 

Del et al. [41] introduced Social HaterBert, a model 

tailored for hate speech identification in English and 

Spanish tweets, showcasing improvements over the earlier 

HaterBert model. Employing Bert For Sequence 

Classification and ‘BERT’ for hate speech classification, 

the model demonstrated performance gains ranging from 

3% to 27% compared to HaterBert. Additionally, the 

authors proposed a method to construct a hate speech user 

graph using user profile attributes, potentially enhancing 

hate speech detection in multilingual social media 
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discussions. Furthermore, Fortuna et al. [42] conducted an 

extensive study using a dataset for hate speech, toxicity, 

abusive language, and offensive content classification. 

They experimented with various models, including BERT, 

ALBERT, fasttext, and SVM, trained on nine publicly 

available datasets, evaluating both intra-dataset and inter- 

dataset model performance to gauge their generalizability 

across different hate speech categories and datasets. 

Overall, while progress has been made in detecting hate 

speech, many studies have mainly used small datasets 

from single platforms like Twitter, Facebook. Relying on 

these limited sources might affect how well these methods 

work in the real world, especially across different 

languages or platforms. To make these methods more 

reliable, future research should consider using more 

diverse and larger datasets from various sources. 

3. Proposed Method 

This secstion details the steps taken to meet the set 

objectives. The systematic approach employed in this 

study is known as experimentation. Firstly, the hate speech 

dataset acquisition process is discussed. Thereafter, the 

preprocessing of the acquired datasets is clearly explained, 

followed by a discussion of the selected feature 

representation method. Lastly, the training and 

classification process of the selected deep artificial neural 

networks is described. The subsequent sections elaborate 

on each of the methodological steps involved in this study. 

3.1 Dataset 

The dataset used in this study include the hate speech and 

offensive language dataset (HSO). We propose 

DistilBERT a streamlined version of BERT that uses only 

half the number of parameters of BERT but retains the 

performance of BERT in many text processing tasks while 

making the inference 60% faster than BERT. DistilBERT 

was created by removing token type embeddings and 

pooler from the default architecture of BERT. DistilBERT 

further reduced the number of layers by 50%, thereby 

significantly reducing the footprint of the model 

3.1.1 The Hate Speech and Offensive Language (HSO) 

Dataset 

The multiclass hate speech and offensive language dataset 

originally created by Davidson et al. (2017) was chosen 

for the experimental comparisons reported in this research 

because it contains different types of hate speech, and it 

has a comparatively high number of instances. 

The dataset, as well as the results achieved by [11], 

provides a platform to measure improvements that could 

be achieved with the dataset and compare results, using 

various deep learning-based models developed by 

researchers who used the same dataset. This dataset had 

24783 Twitter text messages categorized and labeled into 

three classes: neutral speech, offensive language and hate 

speech. 77.4% of the instances are labeled as neutral, 

16.8% as offensive and 5.8% as hate. The tweets in the 

dataset were manually annotated by Crowd Flower (CF) 

employees. The employees were asked to label each tweet 

as either containing hate or not. In libeling the datasets, 

they were guided by the definition of Davidson et al. 

(2017, p.512), which describes hate speech as "language 

that is used to expresses hatred towards a targeted group or 

is intended to be derogatory, to humiliate, or to insult the 

members of the group ". Annotators were advised not only 

to look at the presence of certain words in a given tweet 

but also to consider the context surrounding words or 

phrases. A minimum of three annotators was assigned to 

code each tweet. The intercoder-annotator agreements 

score provided by Crowd Flower is 92%. 

3.2 Data Pre-processing 

Text preprocessing is an essential part of NLP tasks which 

transforms text into a form ready for input into text 

classification algorithms. Due to the conversational nature 

of Twitter texts, preprocessing was applied to convert the 

Tweets into a format that is more predictable and 

analyzable for the task of automated hate speech detection. 

Preprocessing also minimized feature sparsity in the 

feature representations. Preprocessing is a proven 

technique for improving the predictive capability of 

classifier algorithms [43]. Furthermore, preprocessing 

reduces the computational resources needed by a classifier 

while minimizing the overall training time [44]. The 

processes involved in preprocessing the tweets in the 

datasets include tweet cleaning, text normalization, stop 

word removal and removal of null values, as explained in 

the next section. 

Machine learning algorithms accept features in numerical 

form only. Therefore, it was necessary to convert word 

features into a numerical format for input into classifier 

algorithms. Conversion of word features into numerical 

form can be achieved using different techniques such as 

word embeddings and the Bag of Words approach. 

Traditional feature representation methods such as the Bag 

of Words (BOW) approach suffer from several 

disadvantages as compared to word embeddings. Tuning 

deep neural networks can be challenging. Careful selection 

of parameters in neural networks can be the difference 

between superior and inferior performance. Poorly 

selected hyperparameters may lead to poor learning by 

algorithms. Figure 1 illustrates the major steps followed in 

implementing each of the deep learning algorithms. 
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Figure 1: Illustration of hate speech detection using traditional 

deep learning  algorithms 

3.3 Attention Mechanism 

The attention mechanism was implemented in conjunction 

with the Bidirectional LSTM at the word level. At every 

phase t, the Bidirectional-LSTM receives as input word 

vector containing semantic and syntactic information, 

known as word embedding. Thereafter, an attention layer 

was applied over each hidden state hˆ t. The model’s 

attention weights are learned through the joining past 

hidden state of the Post-Attention LSTM (Pos-Att-LSTM 

and the current hidden state of the Bidirectional LSTM. 

The Post-Att-LSTM network detects the presence or 

absence of hate within a text. 

The bidirectional LSTM operates basically the same way 

as the vanilla LSTM, but the processing of the incoming 

text is from both the left and right as opposed to one way. 

The Bidirectional-LSTM was investigated with the aim of 

capturing long-range and backwards dependencies based 

on its success in earlier studies. Two fundamental building 

blocks of the attention-based LSTM for hate speech 

detection are the attention layer and the Post attention 

Layer. 

3.3.1 Attention Layer 

The attention mechanism allows the Bidirectional LSTM 

to decide parts of the tweet on which the model should 

focus. The model learns what to focus on based on the 

input tweet and what it will have produced to date. The 

goal of the attention layer is to get a context vector capable 

of capturing salient information and input it to the 

subsequent level. 

3.3.2 Post Attention Layer 

The Post-Attention-LSTM is responsible for assigning 

tweets to either the hate or neutral category. At each time 

step, the network receives the context vector, propagated 

until the final hidden state. 

The full architecture of the bidirectional LSTM with 

attention used in this study is summarized in Figure 2. As 

Illustrated, the model includes the bidirectional LSTM 

layer, the attention layer and the post attention layer. 

3.4 Transformer Algorithms 

Transformers mirror the standard text classification, which 

includes preprocessing the text, model training and 

predictions on unseen data. The transformer methods are 

selected in this study due to their built-in self-attention 

feature, which facilitates the capture of long-term 

dependencies while enabling parallel processing of input 

features. The capture of long-term dependencies enables 

anaphora resolution, which has been identified as a major 

limitation encountered when classifying subjective text. 

Nevertheless, the majority of transformers are resource-

intensive, making them less applicable in environments 

with scarce resources. Given this background, in this 

study, full transformer methods were investigated 

alongside transformer methods that have been streamlined 

and customized for resource-constrained environments, for 

example, DistilBERT, which is a streamlined version of 

the BERT architecture. Other transformer methods 

explored in this study are RoBERT, XLNet, and BERT. 

Figure 3 shows the architecture of the transformer-based 

model hate speech detection models explored in this study. 

 

Figure 2: Architecture of the bidirectional LSTM with 

attention mechanism 

 

Figure 3: Transformer architecture for hate speech detection 
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Evaluation metrics were used to measure the quality and 

performance of machine learning models. Evaluating 

machine learning models or algorithms are crucial for any 

study because they present an objective way of assessing 

model performance. However, the evaluation was based on 

widely used metrics, which are accuracy, precision, recall, 

F-measure and area under the curve. Accuracy, precision, 

recall and F- measure can be calculated from values of the 

confusion matrix, which are True Positives (TP), True 

Negatives (TN), False Positives (FP) and False 

Negatives.TP represents actual positives predicted as 

positive, TN represents Actual Negatives that are predicted 

correctly as Negative, FP represents actual negatives that 

are wrongly predicted as positives, and FN represents 

actual positives that are wrongly predicted as negatives. 

4. Result Analysis 

Results of the proposed DistilBERT method was 

compared against results computed by BERT, XLNet, 

RoBERTa and attention-based LSTM. We split the dataset 

in the ratio of 80:20 for model training and testing, 

respectively. The algorithms were analyzed in terms of six 

standard functional metrics of accuracy, precision, recall 

and F-measure, Mathews correlation coefficient (MCC) 

and evaluation loss. The results are presented based on the 

ability of the models to detect hate tweets. 

A. Analysis of Accuracy 

The experimental results of the proposed DistilBERT 

method, along with five baseline algorithms are presented 

in Table II and Fig. 2. It can be observed that the proposed 

DistilBERT method recorded the highest average accuracy 

of 92%. It is worth mentioning that the differences in 

accuracy scores for all transformer-based methods were 

negligible. This may be attributed to the fact that they all 

use standard extensively tested pre-trained models. 

Expectedly all transformer-based algorithms performed 

better than the LSTM with Attention. The least performing 

transformer method had an accuracy of 89%, which is 

superior to LSTM with attention which had 66% accuracy. 

This trend is because of the ability of the transformers to 

capture long-term dependencies better than LSTM with 

Attention. 

B. Analysis of Precision 

It can be observed from Table III and Fig. 3 that the 

DistilBERT (base-uncased) and XLNet algorithms jointly 

recorded the highest precision score of 75% whilst LSTM 

with attention recorded the least precision score of 65.9%. 

Although the LSTM with attention recorded the least 

result, it should be noted that this score is higher than 

scores recorded by methods using classical machine 

learning [29]. This result confirms the literature position 

that attention improves performance in NLP tasks [19]. 

TABLE 1: Accuracy of Four Hate Speech Detection Algorithms 

and DistilBERT on the HSO Dataset 

 

Algorithm Method Name Accuracy 

BERT bert-base-uncased 0.90 

RoBERTa robert-base 0.91 

RoBERTa robert-base-openai-detector 0.90 

XLNet xlm-mlm-en-2048 0.91 

LSTM with Attention  0.66 

DistilBERT DistilBERT-base-uncased 0.92 

 

TABLE 2: Precision of Four Hate Speech Detection Algorithms 

and DistilBERT Model on the HSO Dataset 

 

C. Analysis of Recall 

Results from Table IV and Fig. 4 show that DistilBERT 

and XLNet recorded the average recall score of 75% to 

demonstrate its superior over other algorithms explored in 

this study. LSTM with attention had the least recall score 

of 66%. Although the LSTM with attention performed 

inferior in our experiments, it should be noted that it 

performed superior to an earlier study on the same dataset 

for the task of hate speech detection [29]. 

D. Analysis of MCC Scores 

Table I lists the MCC scores calculated for the overall test 

tweets selected from the experimental dataset. It can be 

observed that our proposed method recorded the highest 

MCC score of 75%. Fig. 5 shows that the difference in 

MCC scores for all algorithms explored in this study is 

negligible. The worst performing algorithm was RoBERTa 

(robert-base- openai-detector) which recorded a MCC 

score of 71% while the best performing algorithm was 

DistilBERT (distilbert-base- uncased) which recorded a 

MCC score of 75%. 

 
 

 

 

Algorithm Method Name Precision 

BERT bert-base-uncased 0.74 

RoBERTa robert-base 0.74 

RoBERTa robert-base-openai-detector 0.72 

XLNet xlm-mlm-en-2048 0.75 

LSTM with Attention  0.66 

DistilBERT DistilBERT-base-uncased 0.75 
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TABLE 3: Recall of Four Hate Speech Detection Algorithms 

and DistilBERT Model on the HSO Dataset 

 

Algorithm Method Name Recall 

BERT bert-base-uncased 0.72 

RoBERTa robert-base 0.65 

RoBERTa robert-base-openai-detector 0.63 

XLNet xlm-mlm-en-2048 0.69 

LSTM with Attention  0.66 

DistilBERT DistilBERT-base-uncased 0.75 
 

TABLE 4: MCC of Four Hate Speech Detection Algorithms 

and DistilBERT Model on the HSO Dataset 

 

Algorithm Method Name MCC 

BERT bert-base-uncased 0.73 

RoBERTa robert-base 0.73 

RoBERTa robert-base-openai-detector 0.71 

XLNet xlm-mlm-en-2048 0.74 

LSTM with Attention  0.72 

DistilBERT DistilBERT-base-uncased 0.75 
 

E. Analysis of Evaluation Loss 

Table VI shows evaluation loss recordings for the 

experiments carried out in this study. Fig. 6 clearly shows 

that our proposed method recorded the best (lowest) 

evaluation loss of 28% while the LSTM with attention 

recorded the worst evaluation loss of 36%. This shows that 

our proposed method maximized predictive capability 

while minimizing the misclassification error rate more 

than any of the baseline algorithms. 

Table 5: Evaluation Loss of Four Hate Speech Detection 

Algorithms And DistilBERT Model on The HSO Dataset 

Algorithm Method Name Eval loss 

BERT bert-base-uncased 0.32 

RoBERTa robert-base 0.32 

RoBERTa robert-base-openai-detector 0.33 

XLNet xlm-mlm-en-2048 0.31 

LSTM with Attention  0.36 

DistilBERT DistilBERT-base-uncased 0.28 

F. Analysis of F-Measure 

Table VII and Fig. 7 show the F-measure scores of the 

algorithms explored in this study. It can be observed that 

the DistilBERT (DistilBERT-base-uncased) recorded the 

best F- measure score of 75% while LSTM with attention 

recorded the lowest F-measure score of 66%. Although 

DistilBERT has fewer layers and parameters, it 

outperformed all other transformer algorithms explored in 

this study. The superior performance of DistilBERT may 

be attributed to the chosen hyperparameters during 

experimentation. The same hyperparameters were used to 

train all the models. It can be argued that the used 

parameters are not necessarily the optimal combination of 

hyperparameters for each model explored in this study. 

Careful selection of the best hypeparameters may improve 

performance of models such as BERT and RoBERTa. 

TABLE 6: F-Measure of Four Hate Speech Detection Algorithms 

and DistilBERT Model on the HSO Dataset 

 

Comparative results based on five different metrics from 

this work show that the transformer models consistently 

outperform the LSTM with attention. The superior 

performance of transformer demonstrates that limitations 

of LSTM, which are inefficient sequence transduction and 

lengthy processing time have been adequately addressed 

by the transformer method in hate speech detection. 

5. Conclusion  

Given the societal implications of hate speech, it is crucial 

that systems that can accurately distinguish between hate 

speech, offensive language and neutral speech are 

developed. Despite concerted efforts from social media 

companies, governments, and academia, hate speech 

detection remains a challenging problem in the society of 

today. In this paper, we have explored several transformer-

based methods for hate speech detection. We have 

evaluated the effectiveness of our method using six state of 

the art metrics. The results showed that the DistilBERT, a 

distilled version of BERT, outperforms all transformer-

based baseline methods and the attention-based LSTM 

explored in this study. We, therefore, conclude that the 

proposed method can be used to learn effective 

information for the classification of hate speech in 

resource-constrained environments because it is 

computationally inexpensive. In addition, transformers 

facilitate transfer learning, allowing them to be used where 

training data is limited. It is common for hate speech on 

social media to be expressed in more than one language. 

Algorithm Method Name F-Measure 

BERT bert-base-uncased 0.73 

RoBERTa robert-base 0.69 

RoBERTa robert-base-openai-detector 0.67 

XLNet xlm-mlm-en-2048 0.72 

LSTM with Attention  0.66 

DistilBERT DistilBERT-base-uncased 0.75 
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For example, most people in Africa code switch their 

native languages with French, Portuguese, or English 

language. In future work, we plan to explore multilingual 

pre-trained models for the task of hate speech detection. 

The data used in this study were limited to textual Twitter 

texts only, whereas hate speech on Twitter may be 

expressed through different data formats such as images 

and videos. For example, a user may post a video inciting 

hate speech on Twitter and still go undetected. This 

limitation calls for the development of multimodal datasets 

that include other formats of data. Future study will 

develop methods that integrate both textual and image data 

for hate speech detection. 
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